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∼ 1600 BC, Nebra Sky Disk



∼ 100 BC, Antikythera mechanism



24 October 1946, US-launched V2, 105km above ground



21 December 1968, Apollo 8 leaving Earth orbit



4 October 2019, Copernicus Sentinel-2



23 August 2019, Copernicus Sentinel-2
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“AI is a critical new enabling technology
“for Europes earth observation sector,
“whose growth will be accelerated
“by Europe strengthening its own AI capabilities.”

– Josef Aschbacher, Director of Earth Observation, ESA
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Interview with Turing Award Winner Yoshua Bengio
(Nature, 4 April 2019)

Q: What will be the next big thing in AI?

YB: Deep learning [...] has made huge progress in perception,
but it hasn’t delivered yet on systems that can discover
high-level representations [...]
Humans are able to use those high-level concepts
to generalize in powerful ways. [...]

We have this ability to reason about things
that dont actually happen in the data. [...]
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Here: State-space models for dynamical systems
(Baratchi, HH, Lamarre, Silvestro, Vollrath – project in progress)

� often used in modelling temporal processes:
ocean temperature, land cover estimation, ...
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Here: State-space models for dynamical systems
(Baratchi, HH, Lamarre, Silvestro, Vollrath – project in progress)

� often used in modelling temporal processes:
ocean temperature, land cover estimation, ...

� models for estimating unknown states from noisy observations:
Kalman filters, particle filters, ...

� iterative approach:

� predict next state from previous state
� update filter based on difference between predictions and

observations

� can handle missing data, noise
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Challenges:

� many filters exist (EnKF, ExtKF, iEnKS, particle filter, )
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Challenges:

� many filters exist (EnKF, ExtKF, iEnKS, particle filter, )

� filter tuning: difficult, time-consuming

Key idea: Automate filter selection and tuning
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EnKF filter optimisation for Lorenz65 (3-dim, synthetic data)

Default configuration: prediction accuracy (RMSE) = 7.43
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EnKF filter optimisation for Lorenz65 (3-dim, synthetic data)

Expert-optimised configuration: prediction accuracy (RMSE) = 1.47
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Automating machine learning
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Automating machine learning

Machine learning is powerful, but successful application
is far from trivial.

Fundamental problem:

Which of many available algorithms (models) applicable to
given machine learning problem to use, and with which
hyper-parameter settings?

Solution:

Automatically select ML methods and hyper-parameter settings

� Automated machine learning (AutoML)
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Example: Auto-WEKA (Thornton et al. 2013)

� effectively solves combined algorithm selection
+ hyper-parameter optimisation problem
on standard 4-core machine in less than 1.5 days

� beats best choice from large set of ML algorithms
with default hyper-parameter settings

� beats full grid search over all algorithms, hyper-parameters;
also beats random search (Brooks 58; Bergstra & Bengio 12)

How does it work?

Key idea: Use general-purpose algorithm configurator
Key idea: leveraging cutting-edge ML + optimisation methods
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AutoML ...

� achieves substantial performance improvements
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AutoML ...

� achieves substantial performance improvements
over solutions hand-crafted by human experts

� helps non-experts effectively apply ML techniques

� intense international research focus in academia + industry:

� Auto-WEKA (Thornton, Hutter, HH, Leyton-Brown 2013;
Kotthoff, Thornton Hutter, HH, Leyton-Brown 2017)

� auto-sklearn (Feurer et al. 2015)

� neural architecture search (e.g., Google Cloud AutoML)

� demonstrated to outperform human ML experts,
� widely recognised as“next big thing” in ML
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Key idea: Use AI to (help) construct AI systems
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Key idea: Use AI to (help) construct AI systems
Key idea: � AutoAI (Automated Artificial Intelligence)

� AI → AutoAI ∼= ML → AutoML
leverage learning, optimisation, meta-algorithmic approaches

� reduce barrier to building, deploying, maintaining
high-quality AI systems (predictable, robust, performant)

� alleviate talent bottleneck

� broader access to AI, democratisation of AI

� increased benefits, reduced risks from use of AI
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CONFEDERATION OF LABORATORIES FOR 
ARTIFICIAL INTELLIGENCE RESEARCH IN EUROPE

Excellence across all of AI. For all of Europe.
With a Human-Centred Focus.

claire-ai.org

CLAIRE



“CLAIRE has planted the flag 
for Europe’s ambitions on AI, 
and we congratulate you. [...]  

I am sure our collaboration 
with CLAIRE will help us 
realise Europe’s ambitions for 
space technologies and on 
Earth, and for the 
advancement of AI in all our 
Member States.”
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— Johann-Dietrich Wörner 

    Director General,

    European Space Agency
1414144444141444441

Strong support across Europe:

� > 3000 individuals from 63 countries
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Strong support across Europe:

� > 3000 individuals from 63 countries

� 326 research groups and institutions in the CLAIRE Network,
representing > 19 000 AI experts and support staff

� 20 national AI associations, EurAI, AAAI

� DFKI, FBK, IMEC, Inria, TNO; ESA

� Governments of BE, CZ, IT, LU, SK , ES, GR, NL

� HQ in The Hague (Humanity Hub);
additional offices in Oslo, Prague, Rome, Saarbrücken
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� started November 2018
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Collaboration with ESA:

� started November 2018

� 1st theme development workshop at ESRIN, March 2019

� creation of SIG SPACE,
2nd theme development workshop at ESRIN, September 2019

� joint projects through visiting professorships,
postdoc positions, ...
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2017/12/14: “NASA and AI spot eighth planet in solar system rivaling ours”

Machine intelligence transforms science.
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Take-home message:

� EO crucial for humanity; AI crucial for EO

� EO poses fascinating challenges to AI

� AutoML / AutoAI can help overcome talent bottleneck,
facilitate use, boost results

� Close collaboration initiated through ESA/ESRIN, CLAIRE

� plenty of challenges, opportunities & momentum
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